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1
ADAPTIVE SYSTEM PROVISIONING

BACKGROUND

The disclosure relates generally to provisioning systems,
and more specifically, to adaptive system provisioning.

SUMMARY

According to one embodiment of the disclosure, a method
includes determining a plurality of configuration entries
based on received provisioning requests and further based
on provisioning system resource utilization data. Each con-
figuration entry includes a corresponding virtual system
template, and a corresponding number of virtual systems to
be provisioned. The method also includes provisioning the
corresponding number of virtual systems for a first configu-
ration entry in the plurality of configuration entries. The
corresponding number of virtual systems are provisioned
based on the corresponding virtual system template for the
first configuration entry. The method additionally includes
storing the provisioned virtual systems in a resource pool
and processing a provisioning request utilizing a pre-provi-
sioned virtual system stored in the resource pool.

Other features and advantages of the present disclosure
are apparent to persons of ordinary skill in the art in view of
the following detailed description of the disclosure and the
accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

For a more complete understanding of the configurations
of the present disclosure, needs satisfied thereby, and the
features and advantages thereof, reference now is made to
the following description taken in connection with the
accompanying drawings.

FIG. 1 illustrates a block diagram of a system for adaptive
system provisioning in accordance with a particular non-
limiting embodiment of the present disclosure.

FIG. 2 illustrates a flow chart of a method for adaptive
system provisioning in accordance with a non-limiting
embodiment of the present disclosure.

FIG. 3 illustrates a high level diagram of a system for
adaptive system provisioning in accordance with a non-
limiting embodiment of the present disclosure.

FIG. 4 illustrates a pre-provisioned resource pool in
accordance with a particular non-limiting embodiment of the
present disclosure.

DETAILED DESCRIPTION

As will be appreciated by one skilled in the art, aspects of
the present disclosure may be illustrated and described
herein in any of a number of patentable classes or context
including any new and useful process, machine, manufac-
ture, or composition of matter, or any new and useful
improvement thereof. Accordingly, aspects of the present
disclosure may be implemented entirely in hardware,
entirely in software (including firmware, resident software,
micro-code, etc.) or combining software and hardware
implementation that may all generally be referred to herein
as a “circuit,” “module,” “component,” or “system.” Fur-
thermore, aspects of the present disclosure may take the
form of a computer program product embodied in one or
more computer readable media having computer readable
program code embodied thereon.
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Any combination of one or more computer readable
media may be utilized. The computer readable media may be
a computer readable signal medium or a computer readable
storage medium. A computer readable storage medium may
be, for example, but not limited to, an electronic, magnetic,
optical, electromagnetic, or semiconductor system, appara-
tus, or device, or any suitable combination of the foregoing.
More specific examples (a non-exhaustive list) of the com-
puter readable storage medium would include the following:
a portable computer diskette, a hard disk, a random access
memory (RAM), a read-only memory (ROM), an erasable
programmable read-only memory (EPROM or Flash
memory), an appropriate optical fiber with a repeater, a
portable compact disc read-only memory (CD-ROM), an
optical storage device, a magnetic storage device, or any
suitable combination of the foregoing. In the context of this
document, a computer readable storage medium may be any
tangible medium that can contain, or store a program for use
by or in connection with an instruction execution system,
apparatus, or device.

A computer readable signal medium may include a propa-
gated data signal with computer readable program code
embodied therein, for example, in baseband or as part of a
carrier wave. Such a propagated signal may take any of a
variety of forms, including, but not limited to, electro-
magnetic, optical, or any suitable combination thereof. A
computer readable signal medium may be any computer
readable medium that is not a computer readable storage
medium and that can communicate, propagate, or transport
a program for use by or in connection with an instruction
execution system, apparatus, or device. Program code
embodied on a computer readable signal medium may be
transmitted using any appropriate medium, including but not
limited to wireless, wireline, optical fiber cable, RF, etc., or
any suitable combination of the foregoing.

Computer program code for carrying out operations for
aspects of the present disclosure may be written in any
combination of one or more programming languages,
including an object oriented programming language, such as
JAVA®, SCALA®, SMALLTALK®, EIFFEL®, JADE®,
EMERALD®, C++, C#, VBNET, PYTHON® or the like,
conventional procedural programming languages, such as
the “C” programming language, VISUAL BASIC®, FOR-
TRAN® 2003, Perl, COBOL 2002, PHP, ABAP®, dynamic
programming languages such as PYTHON®, RUBY® and
Groovy, or other programming languages. The program
code may execute entirely on the user’s computer, partly on
the user’s computer, as a stand-alone software package,
partly on the user’s computer and partly on a remote
computer or entirely on the remote computer or server. In the
latter scenario, the remote computer may be connected to the
user’s computer through any type of network, including a
local area network (LAN) or a wide area network (WAN), or
the connection may be made to an external computer (for
example, through the Internet using an Internet Service
Provider) or in a cloud computing environment or offered as
a service such as a Software as a Service (SaaS).

Aspects of the present disclosure are described herein
with reference to flowchart illustrations and/or block dia-
grams of methods, apparatuses (systems) and computer
program products according to aspects of the disclosure. It
will be understood that each block of the flowchart illustra-
tions and/or block diagrams, and combinations of blocks in
the flowchart illustrations and/or block diagrams, can be
implemented by computer program instructions. These com-
puter program instructions may be provided to a processor
of a general purpose computer, special purpose computer, or
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other programmable data processing apparatus to produce a
machine, such that the instructions, which execute via the
processor of the computer or other programmable instruc-
tion execution apparatus, create a mechanism for imple-
menting the functions/acts specified in the flowchart and/or
block diagram block or blocks.

These computer program instructions may also be stored
in a computer readable medium that when executed can
direct a computer, other programmable data processing
apparatus, or other devices to function in a particular man-
ner, such that the instructions when stored in the computer
readable medium produce an article of manufacture includ-
ing instructions which when executed, cause a computer to
implement the function/act specified in the flowchart and/or
block diagram block or blocks. The computer program
instructions may also be loaded onto a computer, other
programmable instruction execution apparatus, or other
devices to cause a series of operational steps to be performed
on the computer, other programmable apparatuses or other
devices to produce a computer implemented process such
that the instructions which execute on the computer or other
programmable apparatus provide processes for implement-
ing the functions/acts specified in the flowchart and/or block
diagram block or blocks.

Organizations often turn to virtual system provisioning
solutions to provide the necessary scale and flexibility
required to meet application development, testing, produc-
tion, and other resource requirements. For example, a soft-
ware developer may require a certain server configuration
for development of a web application. The testing team may
require a separate server configuration for testing operations
conducted in parallel. A separate web application may be
hosted on yet another server configuration. Virtual system
provisioning solutions may allow an administrator to allo-
cate virtual servers to meet each requirement, without
investing in new hardware for each hardware configuration
change.

These provisioning solutions may be manual, automated,
or some combination of the two. For example, a developer
may manually request that a server with a particular con-
figuration be allocated to the developer by filling in a service
request ticket that may be made available via a web inter-
face. An infrastructure administrator may manually provi-
sion a virtual system that conforms to the developer’s
request. As another example, a provisioning system may
automatically provision a system having the configuration
that the developer requested and may alert the developer
when the system has been allocated to him/her.

The systems responsible for provisioning these virtual
systems require resources such as processing capacity,
memory, and hard disk, to process these requests. These
resources may be physical or virtual. For example, the
provisioning system may have a fixed amount of resources
available to service incoming provisioning requests. Each
request may require the provisioning system to partition
memory, stand up a virtual machine image in a designated
environment, and make that newly provisioned resource
available to the individual requesting the resource. Such
activities may be resource intensive, and may cause delays
in allocating systems when provisioning system resources
are low.

In certain provisioning systems, provisioning requests,
such as those discussed above, may be submitted at regular
times in a day, week, month, and/or according to events in
a schedule, such as milestones in a development cycle. For
example, for an organization having offices primarily in the
United States, provisioning requests may predominantly
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correlate to the start of the work day in the Eastern, Central,
Mountain, and Pacific time zones, i.e., UTC-5:00 to UTC-
8:00. For example, provisioning requests may be received
predominantly between 9:00 AM Eastern Time and 11:00
AM Pacific Time.

In certain provisioning systems, provisioning requests are
received 24 hours a day. This may be due the international
nature of the organization. For example, an organization
may employ developers, and other employees that require
access to provisioned systems. These employees may be
located around the world. These employees may request
resources at all times of the day because of the varying time
zones in which they are located.

In certain provisioning systems, users may request that a
particular architecture, application, specification, and/or
additional details be included in a requested virtual system.
However, the task the user needs to complete may not
actually require each specific component listed in their
provisioning request. For example, a user requesting a
WINDOWS SERVER 2008® resource may be able to
complete their assigned task using a prior or newer version
of the operating system. The requesting user in the example
above may be able to complete their assigned task using a
virtual system running WINDOWS SERVER 2012®. Such
users may be willing to accept an alternate system, but may
be unaware of the existence of a pre-provisioned alternate
system. In many cases, the alternate system may be allocated
to the user faster and more efficiently than their previously
requested system.

In certain embodiments of the present disclosure, systems
described herein may utilize collected data, for example
from previous provisioning requests, provisioning resource
utilization, historical events and holidays, and other data
sources, in order to more efficiently and more effectively
provision and allocate virtual system resources. In certain
embodiments, resources may be pre-provisioned and
pooled. Resources may then be drawn from the pool when
requested by a user. Thus, the provisioning process steps
may be executed prior to receiving any provisioning request.

In certain embodiments, the pre-provisioned resources
may be provisioned during periods when provisioning
resources are under-utilized. In certain embodiments, the
pre-provisioned resources may be provisioned during peri-
ods when it is unlikely that the provisioning system will
receive provisioning requests.

In certain embodiments, the provisioning process
described herein may be adaptive. For example, the provi-
sioning process may evolve as more information is received.
If a user makes a certain provisioning request, the provi-
sioning system may predict future requests that may be
received and may generate and/or modify a provisioning
schedule to adapt to incoming provisioning requests and
changes in provisioning resource utilization levels.

In certain embodiments, a pre-provisioned resource pool
may be made visible to the user. Suggestions regarding
similar resources that have already been provisioned may be
made to the user. Thus, a user may request a particular
resource, but may be presented with a list of available
pre-provisioned resources. The user may select from the
pre-provisioned resource pool or may insist on the requested
resource.

In certain embodiments, user behavior may be modeled,
and the provisioning schedule may account for such user
behavior. For example, if a user often under-utilizes a
requested system, the provisioning schedule may pre-pro-
vision a less powerful and/or more efficient resource for the
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user based on the user’s previous resource utilization. Thus,
user behavior may be modeled in the provisioning schedule.

Referring to FIG. 1, a system 100 for adaptive system
provisioning is illustrated in accordance with a non-limiting
embodiment of the present disclosure. System 100 includes
cloud system 2 containing server 10, resource pool 50, and
client 60 connected to cloud 2 by network 40. Server 10
includes memory 20, hard disk 30, processor(s) 32, interface
34, and input/output 36. Memory 20 includes provisioning
process 22 and resource data 24. Provisioning process 22
may use resource data 24 and provisioning request data to
generate a provisioning schedule. The provisioning schedule
may have several system configurations that identify speci-
fications for virtual system configurations. Each system
configuration may also include a time that indicates when to
provision virtual systems conforming to the system configu-
ration, and a quantity that indicates how many conforming
virtual systems to create at the time scheduled.

In certain embodiments, a provisioning schedule may be
determined based on provisioning requests and resource
utilization data. For example, provisioning process 22 may
receive three requests for a new WINDOWS SERVER
2008® system each workday (i.e., Monday through Friday
except on holidays). Based on this data, provisioning pro-
cess 22 may determine that three such systems should be
provisioned before the requests for these systems are
received (i.e., pre-provisioning of systems).

Provisioning process 22 may further determine that pro-
visioning resources are utilized at near capacity levels
between the 8:00 AM and 10:00 AM hours. Thus, provi-
sioning process 22 may schedule the three WINDOWS
SERVER 2008® systems to be provisioned at some time
before 8:00 AM.

In certain embodiments, provisioning process 22 may
provision resources based on a provisioning schedule. For
example, the provisioning schedule may direct provisioning
process 22 to provision three WINDOWS SERVER 2008®
systems at 5 AM. According to this schedule, provisioning
process 22 may begin to provision the scheduled systems at
the specified time. The pre-provisioned resources may be
placed in resource pool 50. For example, virtual systems
52a-¢ may be provisioned according to the provisioning
schedule by provisioning process 22 and may be placed in
resource pool 50 until each is requested by and allocated to
a user on client 60.

In certain embodiments, a user may be influenced to select
a pre-provisioned selection. For example, a list of pre-
provisioned systems may be displayed to the user via client
60. The pre-provisioned systems that are displayed may be
determined based on a system configuration that the user
requested. The pre-provisioned systems that are displayed
may have similar characteristics to the requested system. In
certain embodiments, the pre-provisioned systems displayed
may be compatible and/or interchangeable with the
requested system. The user may have the choice to select a
pre-provisioned system from those in the list. In certain
embodiments, the user may also request a customized sys-
tem.

With reference to FIG. 2, a flowchart 200 for adaptive
system provisioning is illustrated in accordance with a
non-limiting embodiment of the preset disclosure. At step
210, provisioning requests and resource utilization data are
received. In certain embodiments, the resource utilization
data may be received from a separate application, computer,
or database that tracks resource metrics for a provisioning
system. In certain embodiments, the provisioning system
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6

itself may track its own resource utilization. A process
running on the provisioning system may receive the resource
utilization data.

In certain embodiments, provisioning request information
is received by the provisioning process. The provisioning
request information may be compiled in a variety of ways.
For example, the provisioning request information may be
gathered by a request tracking process that stores the data in
a database. In certain embodiments, the provisioning request
information may be stored by the provisioning process as
provisioning requests are received.

In certain embodiments, the provisioning system may use
information from a resource metric management applica-
tion. For example, sensors may detect resource load on
various system resources in the provisioning system. The
sensors may report utilization statistics to a dedicated
resource utilization tracking system.

At step 220, a virtual system provisioning schedule is
determined using the provisioning request data and the
resource utilization data. In certain embodiments, the pro-
visioning schedule may include configuration entries. Each
configuration entry may have a virtual system template that
describes a particular virtual system configuration. For
example, the virtual system template may include details
such as operating system, memory space, processor speed,
processor type, system architecture, and hard disk space for
a virtual system. The virtual system template may further
include certain pre-configured applications, port configura-
tions, and other specifications for a virtual system. In certain
embodiments, the virtual system template may be a disk
image, or may describe a disk image available to the
provisioning process.

In certain embodiments, the configuration entries of the
provisioning schedule may each contain a time when the
provisioning of the described systems is to occur. The
configuration entries may also contain a number that indi-
cates the quantity of such systems to provision.

The provisioning schedule may be determined based on
the provisioning request data and the resource utilization
data. Data analysis operations may be run on the received
data in order to predict further provisioning requests and
resource utilization. Such analysis may change based on
real-time provisioning requests received. In this way, the
provisioning schedule may be adapted to changes in the
provisioning system.

In certain embodiments, the provisioning schedule may
be based on other criteria. For example, the provisioning
schedule may be based on a number of employees in a
development group, upcoming development cycle mile-
stones, and other project management data that may be
utilized to predict future resource provisioning needs, and
provisioning system resource utilization.

In certain embodiments, the provisioning process may
determine popular virtual machine configurations based on
the provisioning requests. In certain embodiments, the pro-
visioning process may determine versatile virtual machine
configurations. For example, if a first group of regular users
requests a particular configuration with a database installed,
and a second group of regular users requests a particular
configuration without the database installed, a system pro-
visioned with the database installed may meet both user
group needs. Thus, the database-included system may be
scheduled for pre-provisioning to meet the needs of both
groups.

At step 230, virtual systems are provisioned based on the
virtual system provisioning schedule determined in step 220.
In certain embodiments, the provisioned systems may be
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pre-provisioned systems because they are provisioned in
anticipation of provisioning requests. The pre-provisioned
systems may be stored in a resource pool.

The resource pool may contain a variety of pre-provi-
sioned systems. For example, the provisioning schedule may
list different system configurations to provision. The pre-
provisioned pool may contain at least the pre-provisioned
systems specified in the provisioning schedule.

At step 240, a provisioning request for a virtual system
configuration is received. The provisioning request may be
issued by a user by filling in a provisioning request ticket, or
by asking an administrator for a particular system configu-
ration, such as by email. In certain embodiments, a webpage
is displayed to the user. The webpage may allow the user to
select the particular system configuration from a list of
pre-provisioned systems available.

For example, the webpage may list the available virtual
systems currently available in the resource pool. These
systems may be allocated or distributed to the user with little
or no processing by the provisioning process. This may
enable the user to gain access to the virtual system more
quickly than waiting for a custom system to be provisioned.
The user may be persuaded to select the pre-provisioned
system because of this efficiency.

In certain embodiments, the webpage may suggest similar
systems to the user. For example, a provisioning request may
be received. Available pre-provisioned systems may be
identified that are similar to the provisioning request. The
webpage may present the available pre-provisioned systems
to the user for selection. Thus, the system may suggest
pre-provisioned systems based on the user’s request.

In certain embodiments, the user may request a non-
conforming system (i.e., a system that does not match any
system in the pre-provisioned resource pool) but may accept
use of a system from the resource pool. In this case, the
provisioning process may adapt the provisioning schedule
according to the user’s request, and not according to the
virtual machine configuration that the user accepted. Thus,
the provisioning process may adapt the provisioning sched-
ule to user preferences.

At step 250, the provisioning process may determine
whether a system is available in the pre-provisioned
resource pool that matches the configuration of the requested
virtual system configuration. If a pre-provisioned system is
located in the resource pool, the system is allocated to the
requesting user at step 270.

At step 250, the provisioning process may determine that
a system is not available in the pre-provisioned resource
pool that matches the configuration of the requested virtual
system configuration. In this case, the process may move to
step 260, where a new virtual system is provisioned.

In certain embodiments, the user may determine that
his/her work is dependent on certain features, applications,
configurations, or other options that are not available on
resources in the resource pool. In this case, the user may be
presented with non-conforming systems to choose from, but
may still choose to move forward with a custom provisioned
system, regardless of the time required to provision the
custom configured system.

In certain embodiments, the wait-time for such a custom
configured system may be reduced because additional
requests for system configurations matching the pre-provi-
sioned systems may be reduced and/or eliminated. Thus,
provisioning resources may be more available for custom
system provisioning operations.

Referring to FIG. 3, a high level diagram of a system 300
for adaptive system provisioning is illustrated in accordance
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with a particular non-limiting embodiment of the present
disclosure. System 300 includes user requests R1-4, provi-
sioning system 320, pre-provisioned resource pool 330, load
predictor and model generator 350, data analysis engine 360,
and present running model 340. Present running model 340
may be a provisioning schedule. Provisioning system 320
may use load predictor and model generator 350 to analyze
data from data analysis engine 360 to generate present
running model 340. Provisioning system 320 may generate
pre-provisioned resources 332a-d based on present running
model 340. As requests R1-4 are received at provisioning
system 320, pre-provisioned resources 332a-d may be allo-
cated to users based on the received requests R1-4.

In certain embodiments, present running model 340 may
reflect incoming user requests R1-4. The data analysis
engine 360 may collect data from present running model
340, using load predictor and model engine generator 350,
to create pre-provisioned resource pool 330. When future
requests are received at provisioning system 320, the
requests may be fulfilled using resources from the pre-
provisioned resource pool.

With reference to FIG. 4, a pre-provisioned resource pool
400 is illustrated in accordance with a particular embodi-
ment of the present disclosure. In certain embodiments,
resource pool 400 includes a search process for locating
systems in the pre-provisioned pool. If a template is found
that matches the search string, the process moves to step 440
where similar templates are suggested. For example, the
suggested templates may be displayed to the user via a web
interface. If the user is persuaded to use a suggested tem-
plate, then a corresponding pre-provisioned template is
provisioned. If the user is not persuaded to use a suggested
template, then a custom system is provisioned that matches
the user’s submitted template.

In certain embodiments, if the user’s request matches a
template in pre-provisioned pool 400, a matching pre-
provisioned system may be allocated to the user. Data from
the submitted request may be channeled to suggestion
engine 420 in order to adapt to changing provisioning
request trends.

Certain embodiments of the present disclosure may
enable the modeling of user behavior such that resource
utilization may be increased. For example, user utilization of
requested resources may be monitored. The system may
determine that a user is under-utilizing a provisioned
resource. When the user next requests a provisioned
resource, the system may suggest a more efficient resource
for the user. For example, if the user requests a large amount
of processing capacity and memory, but only utilizes a small
fraction of the provisioned system’s resources, the system
may pre-provision a system having less processing capacity
and memory and/or may suggest that the user request such
a system. The system may further identify the reasons for
making such a suggestion.

In certain embodiments, user satisfaction may be
increased. In certain embodiments, utilization trends may be
predicted and preserved. Application stacks, virtual
machines, virtual systems, and/or any computing system
may be provisioned in a manner that benefits these objec-
tives.

In certain embodiments, an adaptive model may be gen-
erated based on data analysis. For example, the adaptive
model may be based on an analysis of historical data. As
another example, the adaptive model may be based on trend
data analysis. As yet another example, the adaptive model
may be based on analysis of hardware resource data. As a
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further example, the adaptive model may be based on
utilization rates in combination with an analysis of predic-
tive data.

In certain embodiments, the load modeling may continu-
ously run based on real-time provisioning events, requests,
and usage. The modeling may attempt to estimate provi-
sioning needs such that pre-provisioned systems may be
generated in such a fashion that workload consistency and
utilization of provisioning resources are improved.

The teachings of the present disclosure may benefit exist-
ing systems by improving each of the following common
problems. In certain embodiments, turn-around time for
system provisioning may be improved. In certain embodi-
ments, changing business requirements may be better
addressed. Changing customer needs may also be better
addressed. In certain embodiments, provisioning requests
made during peak provisioning times may be better fulfilled.
System failures occurring during these peak provisioning
times may be reduced.

In certain embodiments, customer wait time during peak
provisioning times may be reduced. For example, pre-
provisioned template systems may be allocated to some
users. This immediate allocation may free up provisioning
resources for provisioning additional systems, thus reducing
wait time.

In certain embodiments load across provisioning
resources may be continuously measured, modeled, and/or
analyzed. Adaptive provisioning actions may be automated
in accordance with the measurements, models, and analyses.
Such adaptive processes may be undertaken in real-time in
accordance with user interaction, resource consumption, and
provisioned system requests.

In certain embodiments, buffers may be enhanced and/or
created for resources that are highly utilized. For example,
commonly requested systems may be created in anticipation
of future and/or present resource requirements. These pre-
provisioned systems may be allocated when requests are
received. Thus, resources used in provisioning systems may
be more constantly utilized. Discrepancies between peak
and valley resource utilization may be decreased. Resources
used to provision systems may thus be scaled to more
appropriately handle the constant work load.

For example, provisioning resources may be set up to
meet peak utilization needs. However, these resources are
under-used during all other times. Further, users may only be
concerned with provisioning resource performance during a
small portion of the day, week, or month. Other times of the
day may be utilized to schedule anticipatory and adaptive
provisioning tasks. Through adaptive and predictive sched-
uling, performance during peak utilization times may be
enhanced.

In certain embodiments, customer satisfaction may addi-
tionally be enhanced. For example, a developer may request
that a development server to be used for day-to-day web
development tasks be provisioned to him/her from a pool of
systems in a cloud environment. Normally, provisioning
such a system may take a set amount of time. However,
requests such as this may be redundant across an organiza-
tion. For example, many developers may request for such a
system on a daily, weekly, or any periodic basis. Thus, when
redundant requests for systems are received, the amount of
time it takes the provisioning resources to provision such a
system may be exponentially increased because of over-
utilization of system resources.

In certain embodiments, user wait-time may be decreased
by pre-provisioning systems that are subject to frequent and
redundant requests. Such embodiments may reduce provi-
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sioning resource utilization during peak provisioning times.
Thus, customer satisfaction may be enhanced both for users
that request systems that are subject to redundant requests,
and for those users requesting more specialized and rare
systems.

In certain embodiments, workload consistency across
provisioning resources may be maintained. Provisioning
tasks may be scheduled during non-business hours, or at
times when provisioning requests are predicted to be low.
Thus, provisioning tasks may be run during non-peak hours.
Thus, provisioning resources may be more constantly used.
Constant utilization of provisioning resources may enable
cost savings by tailoring provisioning resource allocation to
the constant predicted utilization rates. Idle provisioning
resource utilization time may be decreased by such pro-
cesses.

In certain embodiments, a pre-provisioned pool is gener-
ated so that provisioned systems may be allocated to users.
The pre-provisioned pool may be generated according to
various metrics. Metrics include, for example, historical
data, trend data, resource utilization data, and hardware
resource data. Such statistics may be tracked and monitored
by the system.

The pre-provisioned pool may be selectively made avail-
able to users. For example, a user may select a template
system from the pre-provisioned pool. In certain embodi-
ments, the template may not meet the exact specification
needs of the user. However, the user may determine whether
there is a meaningful difference between the template sys-
tem and the specific system they requested. For example,
sometimes such differences may be arbitrary.

In certain embodiments, the user may weigh the costs and
benefits of requesting a specified system. For example, the
user may request a server with a specific operating system.
However, the operating system may be arbitrary to the user.
In other words, the user may not care which operating
system is used on the server. In such an example, the user
may request to use a pre-provisioned resource, even though
the operating system available on the pre-provisioned
resource may not meet the initial user specifications.

In certain embodiments, resources allocated from the
pre-provisioned pool may present a speed advantage over
those systems that must be provisioned as custom systems.
For example, provisioning resources may not need to pro-
vision the system when the user request is received since the
system has already been provisioned and is available in the
pre-provisioned pool. Users may select a system from a list
of pre-provisioned resources. Thus, the user may be influ-
enced to select a pre-provisioned system from this list, rather
than requesting a custom system. Thus, the pool may be
made selectively available to users in a timely fashion based
on historical data and the correlation between real-time
situations and predicted situations.

In certain embodiments, the provisioning model is adap-
tive. The provisioning model may perform continuous mod-
eling of resource utilization and/or load by selective recom-
mendation of pre-provisioned systems. Thus, workload
consistency and consistent utilization of resources may be
achieved. In certain embodiments, the pre-provisioned
resources may be provisioned according to historical trends
and patterns. The pre-provisioning process may provision
resources according to these trends so that each resource
provisioned is used by a requesting user.

The teachings of the present disclosure may enable mod-
eling of user behavior for maximum utilization of resources,
user satisfaction, and preserving trends by smart provision-
ing of application stacks. The models prescribed in these
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embodiments may be an adaptive model based on the
analysis of historical data, trend data, hardware resource
data, and data correlations. Data correlations may include a
correlation between the real-time rate of utilization and the
predictive data. Data correlations may also perform continu-
ous modeling of load by selectively recommending smart
provisioned systems to maintain consistent workloads and
benefit resource utilization.

In certain embodiments, provisioning requests may not be
fulfilled instantaneously. For example, a virtual machine
image can be acquired, but may require minutes and/or
hours to be ready to use. Resources for running the image
must be spun up and provisioned. The startup time may be
dependent on many factors. For example, the startup time
may be dependent on image size, virtual machine type,
location of the provisioning resources or data center, the
number of systems being provisioned, etc.

In certain embodiments, the teachings of the present
disclosure may be applicable to a private cloud used to
provision resources to users. For example, the users may be
employees. In certain embodiments, the teachings of the
present disclosure may be applicable maintenance of any
virtualization environment. For example, the teachings of
the present disclosure may be applicable to a public cloud,
or any virtualization environment. Further, the teachings of
the present disclosure may be applicable to physical system
provisioning environments.

In certain embodiments, the teachings of the present
disclosure may be applicable to a public cloud environment,
a virtual private cloud environment, a physical server envi-
ronment, or any other environment where provisioning and
allocation services are useful and/or required.

The flowchart and block diagrams in the figures illustrate
the architecture, functionality, and operation of possible
implementations of systems, methods and computer pro-
gram products according to various aspects of the present
disclosure. In this regard, each block in the flowchart or
block diagrams may represent a module, segment, or portion
of code, which comprises one or more executable instruc-
tions for implementing the specified logical function(s). It
should also be noted that, in some alternative implementa-
tions, the functions noted in the block may occur out of the
order noted in the figures. For example, two blocks shown
in succession may, in fact, be executed substantially con-
currently, or the blocks may sometimes be executed in the
reverse order, depending upon the functionality involved. It
will also be noted that each block of the block diagrams
and/or flowchart illustration, and combinations of blocks in
the block diagrams and/or flowchart illustration, can be
implemented by special purpose hardware-based systems
that perform the specified functions or acts, or combinations
of special purpose hardware and computer instructions.

The terminology used herein is for the purpose of describ-
ing particular aspects only and is not intended to be limiting
of the disclosure. As used herein, the singular forms “a”,
“an” and “the” are intended to include the plural forms as
well, unless the context clearly indicates otherwise. It will be
further understood that the terms “comprises” and/or “com-
prising,” when used in this specification, specify the pres-
ence of stated features, integers, steps, operations, elements,
and/or components, but do not preclude the presence or
addition of one or more other features, integers, steps,
operations, elements, components, and/or groups thereof.

The corresponding structures, materials, acts, and equiva-
lents of any means or step plus function elements in the
claims below are intended to include any disclosed structure,
material, or act for performing the function in combination
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with other claimed elements as specifically claimed. The
description of the present disclosure has been presented for
purposes of illustration and description, but is not intended
to be exhaustive or limited to the disclosure in the form
disclosed. Many modifications and variations will be appar-
ent to those of ordinary skill in the art without departing
from the scope and spirit of the disclosure. The aspects of the
disclosure herein were chosen and described in order to best
explain the principles of the disclosure and the practical
application, and to enable others of ordinary skill in the art
to understand the disclosure with various modifications as
are suited to the particular use contemplated.

What is claimed is:
1. A method, comprising:
determining a plurality of configuration entries based on
received provisioning requests and further based on
provisioning system resource utilization data, each
configuration entry comprising:
a corresponding virtual system template; and
a corresponding number of virtual systems to be pro-
visioned;
provisioning the corresponding number of virtual systems
for a first configuration entry in the plurality of con-
figuration entries, wherein the corresponding number
of virtual systems are provisioned based on the corre-
sponding virtual system template for the first configu-
ration entry;
storing the provisioned virtual systems in a resource pool;
processing a provisioning request utilizing a pre-provi-
sioned virtual system stored in the resource pool;

determining under-utilized time periods based on the
provisioning system resource utilization data, wherein
the under-utilized time periods are indicative of time
periods when provisioning system resource utilization
falls below a utilization threshold; and

scheduling each corresponding provisioning time from

the plurality of configuration entries for a correspond-
ing time utilizing the under-utilized time periods.

2. The method of claim 1, wherein each configuration
entry in the plurality of configuration entries further com-
prises a corresponding provisioning time, and wherein the
corresponding number of virtual systems for the first con-
figuration entry are provisioned at the corresponding provi-
sioning time.

3. The method of claim 2, further comprising:

determining low-request time periods based on the pro-

visioning requests, wherein the low-request time peri-
ods are indicative of time periods when a number of
provisioning requests received does not exceed a pre-
determined threshold; and

scheduling each corresponding provisioning time from

the plurality of configuration entries for a correspond-
ing time utilizing the low-request time periods.
4. The method of claim 1, further comprising:
determining a frequently requested virtual system tem-
plate based on the corresponding virtual system tem-
plate for each of the provisioning requests; and

adding, to the plurality of configuration entries, a con-
figuration entry corresponding to the frequently
requested virtual system template.

5. The method of claim 1, wherein the corresponding
number of virtual systems are provisioned before receiving
the provisioning request.

6. The method of claim 1, further comprising:

formatting for display information indicative of the pro-

visioned virtual systems in the resource pool.
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7. The method of claim 1, further comprising:

modifying the plurality of configuration entries based on

the provisioning request and an associated provisioning
request time.

8. A computer configured to access a storage device, the
computer comprising:

a processor; and

a non-transitory, computer-readable storage medium stor-

ing computer-readable instructions that when executed

by the processor cause the computer to perform:

determining a plurality of configuration entries based
on received provisioning requests and further based
on provisioning system resource utilization data,
each configuration entry comprising:
a corresponding virtual system template; and
a corresponding number of virtual systems to be

provisioned;

provisioning the corresponding number of virtual sys-
tems for a first configuration entry in the plurality of
configuration entries, wherein the corresponding
number of virtual systems are provisioned based on
the corresponding virtual system template for the
first configuration entry;

storing the provisioned virtual systems in a resource
pool; and

processing a provisioning request utilizing a pre-pro-
visioned virtual system stored in the resource pool;

determining under-utilized time periods based on the
provisioning system resource utilization data,
wherein the under-utilized time periods are indica-
tive of time periods when provisioning system
resource utilization falls below a utilization thresh-
old; and

scheduling each corresponding provisioning time from
the plurality of configuration entries for a corre-
sponding time utilizing the under-utilized time peri-
ods.

9. The computer of claim 8, wherein each configuration
entry in the plurality of configuration entries further com-
prises a corresponding provisioning time, and wherein the
corresponding number of virtual systems for the first con-
figuration entry are provisioned at the corresponding provi-
sioning time.

10. The computer of claim 9, wherein the computer-
readable instructions further cause the computer to perform:

determining low-request time periods based on the pro-

visioning requests, wherein the low-request time peri-
ods are indicative of time periods when a number of
provisioning requests received does not exceed a pre-
determined threshold; and

scheduling each corresponding provisioning time from

the plurality of configuration entries for a correspond-
ing time utilizing the low-request time periods.
11. The computer of claim 8, wherein the computer-
readable instructions further cause the computer to perform:
determining a frequently requested virtual system tem-
plate based on the corresponding virtual system tem-
plate for each of the provisioning requests; and

adding, to the plurality of configuration entries, a con-
figuration entry corresponding to the frequently
requested virtual system template.

12. The computer of claim 8, wherein the corresponding
number of virtual systems are provisioned before receiving
the provisioning request.

13. The computer of claim 8, wherein the computer-
readable instructions further cause the computer to perform:
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formatting for display information indicative of the pro-
visioned virtual systems in the resource pool.
14. The computer of claim 8, wherein the computer-
readable instructions further cause the computer to perform:
modifying the plurality of configuration entries based on
the provisioning request and an associated provisioning
request time.
15. A computer program product comprising:
a non-transitory computer-readable storage medium hav-
ing computer-readable program code embodied there-
with, the computer-readable program code comprising:
computer-readable program code configured to deter-
mine a plurality of configuration entries based on
received provisioning requests and further based on
provisioning system resource utilization data, each
configuration entry comprising:
a corresponding virtual system template; and
a corresponding number of virtual systems to be
provisioned;

computer-readable program code configured to provi-
sion the corresponding number of virtual systems for
a first configuration entry in the plurality of configu-
ration entries, wherein the corresponding number of
virtual systems are provisioned based on the corre-
sponding virtual system template for the first con-
figuration entry;

computer-readable program code configured to store
the provisioned virtual systems in a resource pool;

computer-readable program code configured to process
a provisioning request utilizing a pre-provisioned
virtual system stored in the resource pool;

computer-readable program code configured to deter-
mine low-request time periods based on the provi-
sioning requests, wherein the low-request time peri-
ods are indicative of time periods when a number of
provisioning requests received does not exceed a
predetermined threshold; and

computer-readable program code configured to sched-
ule each corresponding provisioning time from the
plurality of configuration entries for a corresponding
time utilizing the low-request time periods.

16. The computer program product of claim 15, wherein
each configuration entry in the plurality of configuration
entries further comprises a corresponding provisioning time,
and wherein the corresponding number of virtual systems
for the first configuration entry are provisioned at the
corresponding provisioning time.

17. The computer program product of claim 16, wherein
the computer-readable program code further comprises:

computer-readable program code configured to determine
under-utilized time periods based on the provisioning
system resource utilization data, wherein the under-
utilized time periods are indicative of time periods
when provisioning system resource utilization falls
below a utilization threshold;

and

computer-readable program code configured to schedule
each corresponding provisioning time from the plural-
ity of configuration entries for a corresponding time
utilizing the under-utilized time periods.

18. The computer program product of claim 15, wherein

the computer-readable program code further comprises:
computer-readable program code configured to determine
a frequently requested virtual system template based on
the corresponding virtual system template for each of
the provisioning requests; and
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computer-readable program code configured to add, to the
plurality of configuration entries, a configuration entry
corresponding to the frequently requested virtual sys-
tem template.

19. The computer program product of claim 15, wherein
the corresponding number of virtual systems are provisioned
before receiving the provisioning request.

20. The computer program product of claim 15, wherein
the computer-readable program code further comprises:

computer-readable program code configured to format for

display information indicative of the provisioned vir-
tual systems in the resource pool.
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